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Graph-based[Dozat, et al., ICLR’17] 

[Dozat, et al., ACL’18] 
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Transition-based Approach

A stack, a buffer, some actions ……

We have learned similar approaches when 
talking about constituency parsing. 



Transition-based Approach

[Dyer, et al., ACL’15]

[Chen, et al., EMNLP’14] 



SyntaxNet [Andor, et al., ACL’16]

https://ai.googleblog.com/2016/05/announcing-syntaxnet-worlds-most.html



Stack Pointer

[Ma, et al., ACL’18] 
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